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Do we really know an order of magnitude more 
now than we did in 2002?
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Do we really know an order of magnitude more 
now than we did in 2002?

Will 45,000 more of the same kind of fMRI papers 
give us twice the understanding we have now?
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Questions we would hope we could answer

• What does <insert brain area or system> do? 

• How is <insert psychological process> 
implemented in the brain?
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What does the anterior cingulate cortex do?

• “anterior cingulate” and fMRI 

• 3683 abstracts in PubMed 

• under conservative assumptions, ~$22M USD
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What does the ACC do?

errorsconflictdifficulty

maintenance pain phonology interference

attention

forward inference Z estimated using neurosynth.org
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playing 20 questions with nature is a bad strategy

YOU CAN'T PLAY 20 QUESTIONS WITH NATURE 
AND WIN: 

PROJECTIVE COMMENTS ON THE PAPERS OF THIS 
SYMPOSIUM 

Allen Newell 
May, 1973 

This paper is to appear in W. G. Chase (ed.) Visual Information  
Processing, New York: Academic Press, (in press) This research 
was supported by Research Grant MH-07732 from the National 
Institutes of Health. 

Carnegie-Mellon University 
Pittsburgh, Pennsylvania 

I am distressed. I can illustrate it by the way I was going to start my comments, though I 
could not in fact bring myself to do so. I was going to draw a line on the blackboard and, 
picking one of the speakers of the day at random, note on the line the time at which he 
got his PhD and the current time (in mid-career). Then,taking his total production of 
papers like those in the present symposium, I was going to compute a rate of productivity 
of such excellent work.. Moving, finally, to the date of my chosen target's retirement, I was 
going to compute the total future addition of such papers to the (putative) end of this 
man’s scientific career. Then I was going to pose, in my role as discussant, a question: 
Suppose you had all those additional papers, just like those of today (except being on 
new aspects of the problem), where will psychology then be? Will we have achieved a 
science of man adequate in power and commensurate with his complexity? And if so, how 
will this have happened via these papers that I have just granted you?
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Establishing selective inference

working memory maintenance 
pain 

phonology 
effort 

visual selective attention 
fear 

Manipulate a wide 
range of mental 

processes

Observe 
associated 

brain activation

Identify which 
processes can be 

decoded from brain 
activity

working 
memory 

maintenance 
(p>0.98) 

Establishes a selective association between mental states/processes and brain activity

Poldrack & Yarkoni, 2016, Annual Review in Psychology
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Decoding tasks from fMRI

 Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7 Task 8 
Task 1 87.5 6.0 0.0 0.0 6.0 0.0 0.0 0.0 
Task 2 0.0 90.0 0.0 0.0 0.0 0.0 5.0 5.0 
Task 3 8.0 23.0 61.5 0.0 0.0 8.0 0.0 0.0 
Task 4 0.0 0.0 0.0 82.4 0.0 0.0 0.0 18.0 
Task 5 0.0 38.0 0.0 0.0 43.8 18.2 0.0 0.0 
Task 6 0.0 28.0 0.0 0.0 0.0 71.4 0.0 0.0 
Task 7 0.0 11.0 0.0 0.0 0.0 0.0 84.0 5.0 
Task 8 0.0 0.0 7.0 0.0 0.0 0.0 27.0 63.0 
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Research Article

Decoding the Large-Scale
Structure of Brain Function by
Classifying Mental States Across
Individuals
Russell A. Poldrack,1 Yaroslav O. Halchenko,2 and Stephen José Hanson3

1University of California, Los Angeles; 2Dartmouth University; and 3Rutgers University

ABSTRACT—Brain-imaging research has largely focused on
localizing patterns of activity related to specific mental
processes, but recent work has shown that mental states
can be identified from neuroimaging data using statistical
classifiers.We investigated whether this approach could be
extended to predict the mental state of an individual using
a statistical classifier trained on other individuals, and
whether the information gained in doing so could provide
new insights into how mental processes are organized in
the brain. Using a variety of classifier techniques, we
achieved cross-validated classification accuracy of 80%
across individuals (chance 5 13%). Using a neural net-
work classifier, we recovered a low-dimensional repre-
sentation common to all the cognitive-perceptual tasks in
our data set, and we used an ontology of cognitive pro-
cesses to determine the cognitive concepts most related to
each dimension. These results revealed a small organized
set of large-scale networks that map cognitive processes
across a highly diverse set of mental tasks, suggesting a
novel way to characterize the neural basis of cognition.

Neuroimaging has long been used to test specific hypotheses
about brain-behavior relationships. However, it is increasingly

being used to infer the engagement of specific mental processes.
This is often done informally, by noting that previous studies

have found an area to be engaged for a particular mental process
and inferring that this process must be engaged whenever that
region is found to be active. Such reverse inference has been

shown to be problematic, particularly when regions are unse-
lectively active in response to many different cognitive manip-

ulations (Poldrack, 2006). However, recent developments in the
application of statistical classifiers to neuroimaging data pro-

vide the means to directly test how accurately mental processes
can be classified (e.g., Hanson & Halchenko, 2008; Haynes &
Rees, 2006; O’Toole et al., 2007).

In this study, we first examined how well classifiers can predict
which of a set of eight cognitive tasks a person is engaged in, on the

basis of patterns of activation from other individuals, and we found
that such predictions can be highly accurate.Wenext examined the
dimensional representation of brain activity underlying this clas-

sification accuracy and found that the differences among these
tasks can be described in terms of a small set of underlying di-

mensions. Finally, we examined how these distributed neural di-
mensions map onto the component cognitive processes that are

engaged by the same eight diverse tasks, bymapping each task onto
an ontology of mental processes. The results demonstrate how
neuroimaging can in principle be used to map brain activity onto

cognitive processes, rather than onto tasks.
There is increasing interest in using the tools of machine

learning to identify signals that can allow brain-reading, or
prediction of mental states or behavior directly from neuro-

imaging data (O’Toole et al., 2007). These tools, known as
classifiers, are first trained on functional magnetic resonance
imaging (fMRI) data from one subset of the participant’s data (in-
sample data) and then used tomake predictions about patterns in
a different subset of the same person’s data set (out-of-sample
data). Such methods typically show perfect classification on the
in-sample training data, and classification ranges between 70 to

Russell A. Poldrack is now at the Imaging Research Center, Uni-
versity of Texas at Austin. Address correspondence to Russell A.
Poldrack, Imaging Research Center, University of Texas at Austin,
3925-B West Braker Lane, Austin, TX 78759, e-mail: poldrack@
mail.utexas.edu, or to Stephen José Hanson, Department of Psy-
chology, RUMBA Lab, Rutgers University, Newark, NJ 07102,
e-mail: jose@psychology.rutgers.edu.
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The large-scale sharing of task-based functional neuroimaging data has the potential to
allow novel insights into the organization of mental function in the brain, but the field
of neuroimaging has lagged behind other areas of bioscience in the development of
data sharing resources. This paper describes the OpenFMRI project (accessible online
at http://www.openfmri.org), which aims to provide the neuroimaging community with a
resource to support open sharing of task-based fMRI studies. We describe the motivation
behind the project, focusing particularly on how this project addresses some of the well-
known challenges to sharing of task-based fMRI data. Results from a preliminary analysis
of the current database are presented, which demonstrate the ability to classify between
task contrasts with high generalization accuracy across subjects, and the ability to identify
individual subjects from their activation maps with moderately high accuracy. Clustering
analyses show that the similarity relations between statistical maps have a somewhat
orderly relation to the mental functions engaged by the relevant tasks. These results
highlight the potential of the project to support large-scale multivariate analyses of the
relation between mental processes and brain function.

Keywords: informatics, data sharing, metadata, multivariate, classification

1. INTRODUCTION
The sharing of data has become commonplace in many parts of
science, and the availability of large databases of shared data has
led to impressive advances that could not have been made without
such sharing. For example, the GenBank database (http://www.

ncbi.nlm.nih.gov/genbank/) contains all publicly available DNA
sequences, which currently number more than 100 million anno-
tated sequences. Using these data, a large number of data mining
tools have been developed that allow computational gene discov-
ery (i.e., mapping from sequences to specific genes) as well as
prediction of the proteins that are encoded by a sequence. Such
tools have greatly increased the power of molecular biology and
genomics research. An excellent example of the power of these
tools comes from the outbreak of E. coli O104:H4 infection in
Germany in 2011. The genetic sequences obtained from these
organisms were made public on the Internet, and within days
researchers around the world had determined the genes responsi-
ble for the especially high virulence of the bacterium as well as its
relation to other known E. coli strains. Such applications highlight
one of the most important benefits of data sharing: By combining
shared data into large databases, it is possible to identify relation-
ships between effects at different levels of analysis (e.g., genetic

sequence and bacterial virulence) that otherwise would be much
more difficult to identify.

The open sharing of fMRI data has the potential to revolu-
tionize cognitive neuroscience in much the same way (Van Horn
and Gazzaniga, 2002; Poline et al., 2012). First, doing so would
allow investigators to search for similar patterns of activity in
multiple datasets, and thus to identify relations between cognitive
tasks that result in these similarities. This could help address the
common problem of reverse inference (Poldrack, 2006), wherein
patterns of activation are informally used to infer putative men-
tal function. The sharing of fMRI data would allow researchers
to more formally assess the specificity of observed brain activ-
ity with various cognitive tasks, thereby permitting probabilistic
inferences about the role of various brain regions or networks
in mental function. Second, by allowing researchers to decom-
pose the mental processes involved in each study and then test
for associations between these processes and brain activity, large
databases would support more direct identification of relations
between mental processes and brain networks, rather than rely-
ing on associations with activation on single tasks (Poldrack et al.,
2009; Yarkoni et al., 2011). Third, by making published datasets
available to a wide range of researchers, open sharing would

Frontiers in Neuroinformatics www.frontiersin.org July 2013 | Volume 7 | Article 12 | 1
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26 tasks, 338 individuals 

Whole-brain: 47% accuracy
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• It’s not tasks we ultimately want to decode 

• It’s cognitive processes/states/functions 

• First we need to know what those are!
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• What are all the enzymes?
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Gene Ontology
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• What are all the 
psychological 
functions that we are 
mapping to the brain?
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Task decompositions

Price & Friston, 1997



Poldrack et al., 2011, Frontiers in Neuroinformatics
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Response 
inhibition

Working memory 
updating Set shifting
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Task set 
reconfiguration
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suppression
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precedes

part-of

cognitive control has-
synonym

Mental Tasks

Stop-signal task

Stop trial

Go trial

Experimental 
conditions Contrasts

SSRT

Response time

Indicators

Accuracy

Mean Go RT

has-condition

has-condition

Choice RT
task

derived-from

is-measured-by

Response inhibition

Suppression of actions that 
are inappropriate in a given 
context and that interfere with 
goal-driven behavior.

Bibliography
Logan, G. D. & Cowan, W. B. (1984). 
On the ability to inhibit thought and 
action: A theory of an act of control. 
Psychological Review, 91, 295-327.

Stop-signal task

A task in which an external 
stimulus signals the 
participant to interrupt an 
already-initiated motor 
response.

Bibliography
Verbruggen, F., & Logan, G. D. 
(2008). Response inhibition in the 
stop-signal paradigm. Trends in 
Cognitive Sciences, 12, 418-424.

Poldrack et al., 2011, Frontiers in Neuroinformatics
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Ultimate goal: ontology-enabled meta-analysis

lexical decision 
task

word vs. 
nonword

story memory 
task

related vs. 
unrelated

Cognitive processes Cognitive tasks Data
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Where will the data come from?

NATURE NEUROSCIENCE VOLUME 17 | NUMBER 11 | NOVEMBER 2014 1511

Enhancing reproducibility. There is increasing concern about the 
reliability and reproducibility of scientific research12,13. One major 
source of concern within neuroscience is the low statistical power of 
many published studies14, given that this increases the proportion of 
published findings that are false15 and can create unwanted biases16. 
These worries have increased pressure to amass larger samples, but in 
many cases this is not feasible owing to recruitment constraints (for 
example, when the number of subjects with a particular disorder in 
any geographical area is limited) or financial limitations. Data shar-
ing allows the generation of sample sizes that would not be feasible 
within a single laboratory, which enables the testing of hypotheses 
with much greater power and thus enhances the reproducibility of 
the results. This has been clearly seen in genetic association studies, 
for which very large sample sizes are necessary and publications by 
multi-site consortia are now the norm17.

Reproducibility has classically been considered in terms of the abil-
ity to replicate the same result across independent data sets. However, 
analysis of fMRI data involves complex, multistep analysis streams, 
and thus another important aspect of reproducibility concerns the 
ability to reproduce results on the same data using different analysis 
pipelines. Carp18 used a shared data set to examine the effects of a 
large number of variations in data analysis parameters (testing over 
16,000 different pipelines) and found that in some cases the analysis 
choices had a substantial impact on the results. The widespread shar-
ing of data would allow researchers to more thoroughly assess the 
reliability of published results across processing streams; for example, 
Ioannidis and colleagues19 have presented a measure called the vibra-
tion ratio that is defined as the ratio of the highest and lowest effect 
sizes across all possible data-processing decisions. Although many 
researchers will not have the computational resources to perform such 
analyses across a large set of analysis pipelines, the open availability of 
data would allow researchers with those resources to better assess the 
degree to which results are reproducible across analysis choices.

Improving research practices. In concert with the concerns  
about reproducibility have come worries about the degree to which 
some relatively standard practices may result in greatly inflated  
false-positive rates. Such concerns were raised several years ago in 
the neuroimaging community regarding circularity (also known as 
‘double dipping’) in region-of-interest analyses20–22. More recently, 
the exercise of analytic flexibility (present in many fields including 
psychology and neuroimaging) has been shown to increase false- 
positive rates to the degree that even physically impossible results can 

be found to be statistically significant23. The knowledge that data will 
ultimately be shared provides an incentive for researchers to ensure 
that they engage in research practices that will stand up to further 
examination, and this positive effect is supported by recent evidence. 
Wicherts et al.24 requested data for a large number of psychologi-
cal studies and then compared papers for which data either were or 
were not voluntarily shared upon request. They found that papers 
for which data was shared had greater effect sizes and lower inci-
dence of apparent statistical errors than those for which data was not  
willingly shared.

Test bed for new analysis methods. New analytic techniques are  
continually being developed for neuroimaging data, and shared data 
provide a common test bed for those techniques as well as benchmarks 
against which new methods can be evaluated. The 1,000 Functional 
Connectomes project25 serves as an excellent example; data from 
this project have been used in a number of papers to demonstrate 
the application of new methods26–29. Similarly, the data from the 
OpenfMRI project have been used to examine the effects of different 
processing pipelines on analysis outcomes18 and test new methods 
to characterize the brain systems that span across multiple cognitive 
tasks10. Although the HCP is still collecting data, the early releases 
have already resulted in papers modeling functional segregation in 
the human cortex30, dynamic analyses of functional connectivity31 
and demonstrations of substantial vascular contributions to Granger 
causality measures32.

Reducing the cost of doing science. Making data available can greatly 
reduce the cost of scientific research when those data are relevant to 
new questions. Table 1 provides a description of a number of cur-
rently available shared neuroimaging data sets (including but not lim-
ited to data sets involving task-based fMRI). Together, these resources 
include data from more than 8,000 participants. Under the assump-
tion that each data set required an average of 1 h of MRI scanner time 
to acquire (at a cost of $500 per hour of data, which is a common 
rate in the United States), these data represent an estimated value of 
more than $4 million for acquisition alone, not to mention the cost 
of recruitment and data processing. Not all questions of interest can 
be answered using existing data sets, but to the degree that they can, 
the use of these shared data instead of collecting redundant new data 
could be a significant source of savings for researchers, allowing more 
money to be spent on personnel involved in data analysis.

Protecting valuable scientific resources. One often-overlooked 
benefit of data sharing is that it provides a redundant backup for 
important data sets. In discussing retrospective data sharing  
with neuroimaging researchers, it has become clear that a number of 
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in most papers

Peak coordinates
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Raw data

Raw + preprocessed data

Aggregated and
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BrainMap, BrainSpell
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Figure 1 Data scales in neuroimaging. If we consider data as simply 
machine-readable pieces of information, many neuroimaging studies already 
share data through the publication of stereotactic coordinates representing 
peaks of activation. These data can be further annotated using tools provided 
by BrainMap and BrainSpell. BrainMap and NeuroSynth also provide tools for 
performing data mining and meta-analyses on the collected coordinates. The 
next step from the coordinates is sharing unthresholded statistical maps—a 
process facilitated by the NeuroVault database. Although much more time 
consuming, the sharing of raw data provides more potential for reuse than 
the aforementioned data types. This form of sharing has been executed on 
a massive scale by consortia such as INDI as well as projects such as the 
Nathan Kline Institute (NKI)-Rockland sample and HCP. There also exist 
databases (such as OpenfMRI) that allow deposition of raw data from any 
researcher in the field. HCP and ADNI also provide preprocessed data (HCP 
includes full connectome matrices), which are very large but provide great 
utility to researchers by obviating the need to perform these processing steps. 
There is a clear relationship between the cost to prepare and maintain data 
and the potential effect of those shared data. The resources mentioned in the 
figure are examples and do not constitute an exhaustive list.

R E V I E W

Poldrack & Gorgolewski, 2014
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Sharing statistical maps: neurovault.org

http://neurovault.org
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Cognitive Atlas annotation of neurovault data

Cognitive Atlas

Balloon Analog 
Risk Task

has-contrast

Pumps Parametric - 
Control Parametric

risk
reward 

anticipation
response 
execution

measured-by

93 task contrasts annotated manually



poldracklab.org

Does image similarity relate to ontological similarity?

Wang et al., 2007, Bioinformatics; Sochat et al., 2015, Frontiers in Brain Imaging Methods

is-a (w=0.8)
part-of (w=0.6)

sentence 
recognition

auditory 
sentence 

recognition

sentence 
processing

language 
processing

language

phonological 
processing

lexical 
processing

visual sentence 
recognition

language 
comprehension

story 
comprehension

sentence 
recognition

auditory 
sentence 

recognition

sentence 
processing

language 
processing

language

phonological 
processing

lexical 
processing

visual sentence 
recognition

language 
comprehension

story 
comprehension

Wang similarity = 0.6

Pearson r = 0.23
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Ontological similarity and image similarity

r=0.514

Sochat et al., in prep
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Voxelwise encoding model for cognitive processes

Voxel response
(Z-score)

for each task
contrast

=

Ontology encoding for each task contrast
(expanded to include all parent terms)

x 𝛃

Weighting for 
each ontology 

element

Estimate 𝝱 using regularized regression (elastic net)

cognitive processes

ta
sk
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Sochat et al., in prep
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Predicting activation maps from cognitive processes

Train 
encoding 
model at 

each voxel
(leave-2-out)

Test set 
(2 images)

𝛃voxel
pred = X*𝛃voxel

Predicted 
images

Actual
images

r1,1 r1,2 r2,2r2,1
Success:
r1,1 > r1,2
r2,2 > r2,1

Sochat et al., in prep
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Predicting activation maps from cognitive processes

Train 
encoding 
model at 

each voxel
(leave-2-out)

Test set 
(2 images)

𝛃voxel
pred = X*𝛃voxel

Predicted 
images

Actual
images

r1,1 r1,2 r2,2r2,1
Success:
r1,1 > r1,2
r2,2 > r2,1

Sochat et al., in prep

• 81% correct 

• p<.001 vs 
null model 

• Without 
ontology 
expansion: 

•  56% correct
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Term accuracy
(for terms with 10+
images)

Sochat et al., in prep
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Selective inference: Summary

• Ontology-based meta-analysis provides basis for 
prediction of maps based on cognitive processes 

• To advance we need: 

• More data 

• Better annotated data 

• A better ontology?  

• How would we know if ours is wrong?
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What if the phrenologists had fMRI?
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What if the phrenologists had fMRI?
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What if the phrenologists had fMRI?
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What if the phrenologists had fMRI?

Neural Basis of Benevolence
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Franz Yarkoni

phrenosynth.org
Phrenosynth is a platform for large-scale, automated synthesis of functional magnetic 
resonance imaging (fMRI) data.

It takes thousands of published articles reporting the results of fMRI studies, chews on them 
for a bit, and then spits out images like this:

suavity
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“Multiple demand” areas: Phrenosynth

human naturefirmnessconjugal love

benevolence mirth ideality sublimity

suavity



poldracklab.org

• Activation imaging may not tell us whether our 
current ontology is wrong 

• Or maybe it already is telling us that! 

• What reason do we have to think that our 
ontology might be wrong or incomplete?
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Hop in the time machine…

1890

2016JUN 09 10 00
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1890 in science

• Chemistry: 

• Intense debate over the 
atomic theory  

• Ernst Mach (1897): “"I 
don't believe that atoms 
exist!” 

• not settled until Einstein 
(1905)

John Dalton
(credit: wikipedia.org)

http://wikipedia.org
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1890 in science

• Biology 

• Cell theory (proposed in 
1839) and germ theory of 
disease (1860’s) finally 
accepted by most biologists 

• Heredity not understood 

• Mendel’s work would not 
be rediscovered for 10 
more years
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1890 in science

• Computer science 

• Hollerith’s mechanical 
“tabulating machine” 
used by US Census for 
first time 

• General-purpose 
programming 
languages would not 
appear for 50 more 
years

credit: wikipedia.org

http://wikipedia.org
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1890 in science

• Neuroscience 

• Ramon y Cajal (1888) 
provides first evidence for 
neuron doctrine over the 
reticular theory
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The 1890’s in science

• Psychology 

• William James’ Principles 
of Psychology
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Topic headings from James, 1890

• “To How Many Things Can We Attend At Once?” 

• “The Varieties Of Attention.” 

• “The Improvement Of Discrimination By Practice” 

• “The Perception Of Time.” 

• “Accuracy Of Our Estimate Of Short Durations” 

• “To What Cerebral Process Is The Sense Of Time Due?” 

• “Forgetting.” 

• “The Neural Process Which Underlies Imagination” 

• “Is Perception Unconscious Inference?” 

• “How The Blind Perceive Space.” 

• “Emotion Follows Upon The Bodily Expression In The Coarser Emotions At Least.” 

• “No Special Brain-Centres For Emotion” 

• “Action After Deliberation”
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What does a conceptual revolution look like?
• Gene Ontology 

• A formal description of concepts in biology 
and their relations 

• biological processes (28,566) 

• MAPK cascade is-a-kind-of 
intracellular signal transduction 

• signal transduction is-a-part-of cell 
communication 

• molecular functions (10,057) 

• RNA polymerase II core binding is-a-
kind-of protein complex binding 

• cellular components (3,903) 

• endoplasmic reticulum is-a-kind-of 
cytoplasmic part 

• Golgi apparatus is-a-part-of  
endomembrane system

from QuickGO: http://www.ebi.ac.uk/QuickGO/

http://www.ebi.ac.uk/QuickGO/
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1890’s biology textbooks

408 pages512 pages
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Linguistic evidence for conceptual revolution

• What proportion of Gene Ontology terms are 
mentioned in these books?

Huxley Parker Overlap

biological 
process (28,566) 0.09% (26) 0.1% (32) 20

molecular 
function
(10,057)

0 (0) 0 (0) —

cellular 
component

(3,903)
1.05% (41) 1.01% (40) 25
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How much conceptual progress has psychology made?

• 22.9% of all Cognitive Atlas 
mental concepts are used at least 
once in James’ Principles of 
Psychology 

• Examples: 

• goal, deductive reasoning, 
effort, false memory, object 
perception, visual attention, 
task set, anxiety, mental 
imagery, unconscious 
perception, internal speech, 
primary memory, theory of 
mind, judgment
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A broader view: Folk usage of ontology terms

• Analyzed Google N-
Gram corpus (3.38 
million books) for 
term mentions from 
1800-2000  

• Separated by phrase 
length 

• Random sample 
from GO terms
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Many psychological concepts are linguistically ancient
Cognitive Atlas concepts
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Many psychological concepts are linguistically ancient
Cognitive Atlas concepts GO Biological Processes

GO Molecular Functions GO Cellular Components



poldracklab.org

• We would hope that our psychological ontology 
would align with data from neuroscience 

• How can we test this?
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Towards meta-analytic testing of cognitive ontologies

stop signal task
tone counting  

task 
2-back versus  

0-back taskantisaccade task
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Towards meta-analytic testing of cognitive ontologies

stop signal task
tone counting  

task 
2-back versus  

0-back taskantisaccade task

Model 1 inhibition updating

Model 2 executive function

Observed covariance
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How confident are we in our scientific approach?
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Science in crisis (?)

IN THE WAKE OF HIGH-PROFILE CONTROVERSIES, PSYCHOLOGISTS 
ARE FACING UP TO PROBLEMS WITH REPLICATION.

F
B Y  E D  Y O N G
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Published research fi ndings are 
sometimes refuted by subsequent 
evidence, with ensuing confusion 

and disappointment. Refutation and 
controversy is seen across the range of 
research designs, from clinical trials 
and traditional epidemiological studies 
[1–3] to the most modern molecular 
research [4,5]. There is increasing 
concern that in modern research, false 
fi ndings may be the majority or even 
the vast majority of published research 
claims [6–8]. However, this should 
not be surprising. It can be proven 
that most claimed research fi ndings 
are false. Here I will examine the key 

factors that infl uence this problem and 
some corollaries thereof. 

Modeling the Framework for False 
Positive Findings 
Several methodologists have 
pointed out [9–11] that the high 
rate of nonreplication (lack of 
confi rmation) of research discoveries 
is a consequence of the convenient, 
yet ill-founded strategy of claiming 
conclusive research fi ndings solely on 
the basis of a single study assessed by 
formal statistical signifi cance, typically 
for a p-value less than 0.05. Research 
is not most appropriately represented 
and summarized by p-values, but, 
unfortunately, there is a widespread 
notion that medical research articles 

should be interpreted based only on 
p-values. Research fi ndings are defi ned 
here as any relationship reaching 
formal statistical signifi cance, e.g., 
effective interventions, informative 
predictors, risk factors, or associations. 
“Negative” research is also very useful. 
“Negative” is actually a misnomer, and 
the misinterpretation is widespread. 
However, here we will target 
relationships that investigators claim 
exist, rather than null fi ndings. 

As has been shown previously, the 
probability that a research fi nding 
is indeed true depends on the prior 
probability of it being true (before 
doing the study), the statistical power 
of the study, and the level of statistical 
signifi cance [10,11]. Consider a 2 × 2 
table in which research fi ndings are 
compared against the gold standard 
of true relationships in a scientifi c 
fi eld. In a research fi eld both true and 
false hypotheses can be made about 
the presence of relationships. Let R 
be the ratio of the number of “true 
relationships” to “no relationships” 
among those tested in the fi eld. R 

is characteristic of the fi eld and can 
vary a lot depending on whether the 
fi eld targets highly likely relationships 
or searches for only one or a few 
true relationships among thousands 
and millions of hypotheses that may 
be postulated. Let us also consider, 
for computational simplicity, 
circumscribed fi elds where either there 
is only one true relationship (among 
many that can be hypothesized) or 
the power is similar to fi nd any of the 
several existing true relationships. The 
pre-study probability of a relationship 
being true is R⁄(R + 1). The probability 
of a study fi nding a true relationship 
refl ects the power 1 − β (one minus 
the Type II error rate). The probability 
of claiming a relationship when none 
truly exists refl ects the Type I error 
rate, α. Assuming that c relationships 
are being probed in the fi eld, the 
expected values of the 2 × 2 table are 
given in Table 1. After a research 
fi nding has been claimed based on 
achieving formal statistical signifi cance, 
the post-study probability that it is true 
is the positive predictive value, PPV. 
The PPV is also the complementary 
probability of what Wacholder et al. 
have called the false positive report 
probability [10]. According to the 2 
× 2 table, one gets PPV = (1 − β)R⁄(R 
− βR + α). A research fi nding is thus 

The Essay section contains opinion pieces on topics 
of broad interest to a general medical audience. 
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Summary
There is increasing concern that most 

current published research fi ndings are 
false. The probability that a research claim 
is true may depend on study power and 
bias, the number of other studies on the 
same question, and, importantly, the ratio 
of true to no relationships among the 
relationships probed in each scientifi c 
fi eld. In this framework, a research fi nding 
is less likely to be true when the studies 
conducted in a fi eld are smaller; when 
effect sizes are smaller; when there is a 
greater number and lesser preselection 
of tested relationships; where there is 
greater fl exibility in designs, defi nitions, 
outcomes, and analytical modes; when 
there is greater fi nancial and other 
interest and prejudice; and when more 
teams are involved in a scientifi c fi eld 
in chase of statistical signifi cance. 
Simulations show that for most study 
designs and settings, it is more likely for 
a research claim to be false than true. 
Moreover, for many current scientifi c 
fi elds, claimed research fi ndings may 
often be simply accurate measures of the 
prevailing bias. In this essay, I discuss the 
implications of these problems for the 
conduct and interpretation of research.

It can be proven that 
most claimed research 

fi ndings are false.

PLoS Medicine  |  www.plosmedicine.org 0696

Essay

Open access, freely available online

August 2005  |  Volume 2  |  Issue 8  |  e124

Published research fi ndings are 
sometimes refuted by subsequent 
evidence, with ensuing confusion 

and disappointment. Refutation and 
controversy is seen across the range of 
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claims [6–8]. However, this should 
not be surprising. It can be proven 
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is a consequence of the convenient, 
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given in Table 1. After a research 
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the post-study probability that it is true 
is the positive predictive value, PPV. 
The PPV is also the complementary 
probability of what Wacholder et al. 
have called the false positive report 
probability [10]. According to the 2 
× 2 table, one gets PPV = (1 − β)R⁄(R 
− βR + α). A research fi nding is thus 

The Essay section contains opinion pieces on topics 
of broad interest to a general medical audience. 

Why Most Published Research Findings 
Are False 
John P. A. Ioannidis

Citation: Ioannidis JPA (2005) Why most published 
research fi ndings are false. PLoS Med 2(8): e124.

Copyright: © 2005 John P. A. Ioannidis. This is an 
open-access article distributed under the terms 
of the Creative Commons Attribution License, 
which permits unrestricted use, distribution, and 
reproduction in any medium, provided the original 
work is properly cited. 

Abbreviation: PPV, positive predictive value

John P. A. Ioannidis is in the Department of Hygiene 
and Epidemiology, University of Ioannina School of 
Medicine, Ioannina, Greece, and Institute for Clinical 
Research and Health Policy Studies, Department of 
Medicine, Tufts-New England Medical Center, Tufts 
University School of Medicine, Boston, Massachusetts, 
United States of America. E-mail: jioannid@cc.uoi.gr

Competing Interests: The author has declared that 
no competing interests exist.

DOI: 10.1371/journal.pmed.0020124

Summary
There is increasing concern that most 

current published research fi ndings are 
false. The probability that a research claim 
is true may depend on study power and 
bias, the number of other studies on the 
same question, and, importantly, the ratio 
of true to no relationships among the 
relationships probed in each scientifi c 
fi eld. In this framework, a research fi nding 
is less likely to be true when the studies 
conducted in a fi eld are smaller; when 
effect sizes are smaller; when there is a 
greater number and lesser preselection 
of tested relationships; where there is 
greater fl exibility in designs, defi nitions, 
outcomes, and analytical modes; when 
there is greater fi nancial and other 
interest and prejudice; and when more 
teams are involved in a scientifi c fi eld 
in chase of statistical signifi cance. 
Simulations show that for most study 
designs and settings, it is more likely for 
a research claim to be false than true. 
Moreover, for many current scientifi c 
fi elds, claimed research fi ndings may 
often be simply accurate measures of the 
prevailing bias. In this essay, I discuss the 
implications of these problems for the 
conduct and interpretation of research.

It can be proven that 
most claimed research 

fi ndings are false. OBITUARY Wylie Vale 
and an elusive stress 
hormone p.542

HISTORY OF SCIENCE Descartes’ 
lost letter tracked using 
Google p.540

EARTH SYSTEMS Past climates 
give valuable clues to future 
warming p.537

AVIAN INFLUENZA Shift expertise 
to track mutations where 
they emerge p.534

Raise standards for  
preclinical cancer research

C. Glenn Begley and Lee M. Ellis propose how methods, publications and  
incentives must change if patients are to benefit.

Efforts over the past decade to  
characterize the genetic alterations 
in human cancers have led to a better 

understanding of molecular drivers of this 
complex set of diseases. Although we in the 
cancer field hoped that this would lead to 
more effective drugs, historically, our ability 
to translate cancer research to clinical suc-
cess has been remarkably low1. Sadly, clinical 

trials in oncology have the highest failure 
rate compared with other therapeutic areas. 
Given the high unmet need in oncology, it 
is understandable that barriers to clinical 
development may be lower than for other 
disease areas, and a larger number of drugs 
with suboptimal preclinical validation will 
enter oncology trials. However, this low suc-
cess rate is not sustainable or acceptable, and 

investigators must reassess their approach to 
translating discovery research into greater 
clinical success and impact.

Many factors are responsible for the high 
failure rate, notwithstanding the inher-
ently difficult nature of this disease. Cer-
tainly, the limitations of preclinical tools 
such as inadequate cancer-cell-line and 
mouse models2 make it difficult for even 

Many landmark findings in preclinical oncology research are not reproducible, in part because of inadequate cell lines and animal models.
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Neuroimaging: a perfect storm for irreproducibility



http://reproducibility.stanford.edu

http://reproducibility.stanford.edu


poldracklab.org

Designing a more reproducible scientific enterprise
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Improving the choice architecture of science

• Choice architecture 
• particular set of features that 

drive people toward or away 
from particular choices 

• Nudges 
• Improving incentives 
• Using the power of defaults 
• Providing feedback 
• Expecting and prevent errors
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Threats to reproducibility: Low power

It has been claimed and demonstrated that many (and 
possibly most) of the conclusions drawn from biomedi-
cal research are probably false1. A central cause for this 
important problem is that researchers must publish in 
order to succeed, and publishing is a highly competitive 
enterprise, with certain kinds of findings more likely to 
be published than others. Research that produces novel 
results, statistically significant results (that is, typically 
p < 0.05) and seemingly ‘clean’ results is more likely to be 
published2,3. As a consequence, researchers have strong 
incentives to engage in research practices that make 
their findings publishable quickly, even if those prac-
tices reduce the likelihood that the findings reflect a true 
(that is, non-null) effect4. Such practices include using 
flexible study designs and flexible statistical analyses 
and running small studies with low statistical power1,5. 
A simulation of genetic association studies showed 
that a typical dataset would generate at least one false 
positive result almost 97% of the time6, and two efforts 
to replicate promising findings in biomedicine reveal 
replication rates of 25% or less7,8. Given that these pub-
lishing biases are pervasive across scientific practice, it 
is possible that false positives heavily contaminate the 
neuroscience literature as well, and this problem may 
affect at least as much, if not even more so, the most 
prominent journals9,10.

Here, we focus on one major aspect of the problem: 
low statistical power. The relationship between study 
power and the veracity of the resulting finding is 
under-appreciated. Low statistical power (because of 

low sample size of studies, small effects or both) nega-
tively affects the likelihood that a nominally statistically 
significant finding actually reflects a true effect. We dis-
cuss the problems that arise when low-powered research 
designs are pervasive. In general, these problems can be 
divided into two categories. The first concerns prob-
lems that are mathematically expected to arise even if 
the research conducted is otherwise perfect: in other 
words, when there are no biases that tend to create sta-
tistically significant (that is, ‘positive’) results that are 
spurious. The second category concerns problems that 
reflect biases that tend to co-occur with studies of low 
power or that become worse in small, underpowered 
studies. We next empirically show that statistical power 
is typically low in the field of neuroscience by using evi-
dence from a range of subfields within the neuroscience 
literature. We illustrate that low statistical power is an 
endemic problem in neuroscience and discuss the impli-
cations of this for interpreting the results of individual 
studies.

Low power in the absence of other biases
Three main problems contribute to producing unreliable 
findings in studies with low power, even when all other 
research practices are ideal. They are: the low probability of 
finding true effects; the low positive predictive value (PPV; 
see BOX 1 for definitions of key statistical terms) when an 
effect is claimed; and an exaggerated estimate of the mag-
nitude of the effect when a true effect is discovered. Here, 
we discuss these problems in more detail.
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Power failure: why small sample 
size undermines the reliability of 
neuroscience
Katherine S. Button1,2, John P. A. Ioannidis3, Claire Mokrysz1, Brian A. Nosek4, 
Jonathan Flint5, Emma S. J. Robinson6 and Marcus R. Munafò1

Abstract | A study with low statistical power has a reduced chance of detecting a true effect, 
but it is less well appreciated that low power also reduces the likelihood that a statistically 
significant result reflects a true effect. Here, we show that the average statistical power of 
studies in the neurosciences is very low. The consequences of this include overestimates of 
effect size and low reproducibility of results. There are also ethical dimensions to this 
problem, as unreliable research is inefficient and wasteful. Improving reproducibility in 
neuroscience is a key priority and requires attention to well-established but often ignored 
methodological principles.
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It has been claimed and demonstrated that many (and 
possibly most) of the conclusions drawn from biomedi-
cal research are probably false1. A central cause for this 
important problem is that researchers must publish in 
order to succeed, and publishing is a highly competitive 
enterprise, with certain kinds of findings more likely to 
be published than others. Research that produces novel 
results, statistically significant results (that is, typically 
p < 0.05) and seemingly ‘clean’ results is more likely to be 
published2,3. As a consequence, researchers have strong 
incentives to engage in research practices that make 
their findings publishable quickly, even if those prac-
tices reduce the likelihood that the findings reflect a true 
(that is, non-null) effect4. Such practices include using 
flexible study designs and flexible statistical analyses 
and running small studies with low statistical power1,5. 
A simulation of genetic association studies showed 
that a typical dataset would generate at least one false 
positive result almost 97% of the time6, and two efforts 
to replicate promising findings in biomedicine reveal 
replication rates of 25% or less7,8. Given that these pub-
lishing biases are pervasive across scientific practice, it 
is possible that false positives heavily contaminate the 
neuroscience literature as well, and this problem may 
affect at least as much, if not even more so, the most 
prominent journals9,10.

Here, we focus on one major aspect of the problem: 
low statistical power. The relationship between study 
power and the veracity of the resulting finding is 
under-appreciated. Low statistical power (because of 

low sample size of studies, small effects or both) nega-
tively affects the likelihood that a nominally statistically 
significant finding actually reflects a true effect. We dis-
cuss the problems that arise when low-powered research 
designs are pervasive. In general, these problems can be 
divided into two categories. The first concerns prob-
lems that are mathematically expected to arise even if 
the research conducted is otherwise perfect: in other 
words, when there are no biases that tend to create sta-
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spurious. The second category concerns problems that 
reflect biases that tend to co-occur with studies of low 
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studies. We next empirically show that statistical power 
is typically low in the field of neuroscience by using evi-
dence from a range of subfields within the neuroscience 
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for water maze and radial maze, respectively. Our results 
indicate that the median statistical power for the water 
maze studies and the radial maze studies to detect these 
medium to large effects was 18% and 31%, respectively 
(TABLE 2). The average sample size in these studies was 22 
animals for the water maze and 24 for the radial maze 
experiments. Studies of this size can only detect very 
large effects (d = 1.20 for n = 22, and d = 1.26 for n = 24) 
with 80% power — far larger than those indicated by 
the meta-analyses. These animal model studies were 
therefore severely underpowered to detect the summary 
effects indicated by the meta-analyses. Furthermore, the 
summary effects are likely to be inflated estimates of the 
true effects, given the problems associated with small 
studies described above.

The results described in this section are based on 
only two meta-analyses, and we should be appropriately 
cautious in extrapolating from this limited evidence. 
Nevertheless, it is notable that the results are so con-
sistent with those observed in other fields, such as the 
neuroimaging and neuroscience studies that we have 
described above.

Implications
Implications for the likelihood that a research finding 
reflects a true effect. Our results indicate that the aver-
age statistical power of studies in the field of neurosci-
ence is probably no more than between ~8% and ~31%, 
on the basis of evidence from diverse subfields within 
neuro-science. If the low average power we observed 
across these studies is typical of the neuroscience lit-
erature as a whole, this has profound implications for 
the field. A major implication is that the likelihood that 
any nominally significant finding actually reflects a true 
effect is small. As explained above, the probability that 
a research finding reflects a true effect (PPV) decreases 
as statistical power decreases for any given pre-study 
odds (R) and a fixed type I error level. It is easy to show 
the impact that this is likely to have on the reliability of 
findings. FIGURE 4 shows how the PPV changes for a range 
of values for R and for a range of v alues for the average 
power in a field. For effects that are genuinely non-null, 
FIG. 5 shows the degree to which an effect size estimate 
is likely to be inflated in initial studies — owing to the 
winner’s curse phenomenon — for a range of values for 
statistical power.

 The estimates shown in FIGS 4,5 are likely to be opti-
mistic, however, because they assume that statistical 
power and R are the only considerations in determin-
ing the probability that a research finding reflects a true 
effect. As we have already discussed, several other biases 
are also likely to reduce the probability that a research 
finding reflects a true effect. Moreover, the summary 
effect size estimates that we used to determine the statis-
tical power of individual studies are themselves likely to 
be inflated owing to bias — our excess of significance test 
provided clear evidence for this. Therefore, the average 
statistical power of studies in our analysis may in fact be 
even lower than the 8–31% range we observed.

Ethical implications. Low average power in neuro-
science studies also has ethical implications. In our 
analysis of animal model studies, the average sample 
size of 22 animals for the water maze experiments was 
only sufficient to detect an effect size of d = 1.26 with 

Table 1 (cont.) | Characteristics of included meta-analyses

Study k N Summary effect size Power Refs

Median (range) Cohen’s d OR Random or 
fixed effects

Median 
(range)

Yang 3  0.67 NA  67

Yuan 14  Fixed  

Zafar  1.07* Random  69

Zhang 12  1.27 Random   70

Zhu  Random  71

The choice of fixed or random effects model was made by the original authors of the meta-analysis. k, number of studies; NA, not 
available; OR, odds ratio. * indicates the relative risk.

Figure 3 | Median power of studies included in 
neuroscience meta-analyses. The figure shows a 
histogram of median study power calculated for each of 
the n = 49 meta-analyses included in our analysis, with the 
number of meta-analyses (N) on the left axis and percent 
of meta-analyses (%) on the right axis. There is a clear 
bimodal distribution; n = 15 (31%) of the meta-analyses 
comprised studies with median power of less than 11%, 
whereas n = 7 (14%) comprised studies with high average 
power in excess of 90%. Despite this bimodality, most 
meta-analyses comprised studies with low statistical 
power: n    d ed  st d  er  ess t  
31%. The meta-analyses (n = 7) that comprised studies 
with high average power in excess of 90% had their 
broadly neurological subject matter in common.
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Sample size and power in fMRI studies
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What are realistic effect sizes for fMRI?
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Low power -> unreliable science
Positive Predictive Value (PPV): The probability 
that a positive result is true

First, low power, by definition, means that the chance 
of discovering effects that are genuinely true is low. That 
is, low-powered studies produce more false negatives 
than high-powered studies. When studies in a given 
field are designed with a power of 20%, it means that if 
there are 100 genuine non-null effects to be discovered 
in that field, these studies are expected to discover only 
20 of them11.

Second, the lower the power of a study, the lower 
the probability that an observed effect that passes the 
required threshold of claiming its discovery (that is, 
reaching nominal statistical significance, such as p < 0.05) 
actually reflects a true effect1,12. This probability is called 
the PPV of a claimed discovery. The formula linking the 
PPV to power is:
 
 
where (1 − β) is the power, β is the type II error, α is the 
type I error and R is the pre-study odds (that is, the odds 
that a probed effect is indeed non-null among the effects 
being probed). The formula is derived from a simple 
two-by-two table that tabulates the presence and non-
presence of a non-null effect against significant and 
non-significant research findings1. The formula shows 
that, for studies with a given pre-study odds R, the 
lower the power and the higher the type I error, the 
lower the PPV. And for studies with a given pre-study 
odds R and a given type I error (for example, the tra-
ditional p = 0.05 threshold), the lower the power, the 
lower the PPV.

For example, suppose that we work in a scientific field 
in which one in five of the effects we test are expected to 
be truly non-null (that is, R = 1 / (5 – 1) = 0.25) and that we 
claim to have discovered an effect when we reach p < 0.05; 
if our studies have 20% power, then PPV = 0.20 × 0.25 / 
(0.20 × 0.25 + 0.05) = 0.05 / 0.10 = 0.50; that is, only half of 
our claims for discoveries will be correct. If our studies 
have 80% power, then PPV = 0.80 × 0.25 / (0.80 × 0.25 + 
0.05) = 0.20 / 0.25 = 0.80; that is, 80% of our claims for 
discoveries will be correct. 

Third, even when an underpowered study discovers a 
true effect, it is likely that the estimate of the magnitude 
of that effect provided by that study will be exaggerated. 
This effect inflation is often referred to as the ‘winner’s 
curse’13 and is likely to occur whenever claims of discov-
ery are based on thresholds of statistical significance (for 
example, p < 0.05) or other selection filters (for example, 
a Bayes factor better than a given value or a false-discov-
ery rate below a given value). Effect inflation is worst for 
small, low-powered studies, which can only detect effects 
that happen to be large. If, for example, the true effect is 
medium-sized, only those small studies that, by chance, 
overestimate the magnitude of the effect will pass the 
threshold for discovery. To illustrate the winner’s curse, 
suppose that an association truly exists with an effect size 
that is equivalent to an odds ratio of 1.20, and we are try-
ing to discover it by performing a small (that is, under-
powered) study. Suppose also that our study only has the 
power to detect an odds ratio of 1.20 on average 20% of 
the time. The results of any study are subject to sampling 
variation and random error in the measurements of the 
variables and outcomes of interest. Therefore, on aver-
age, our small study will find an odds ratio of 1.20 but, 
because of random errors, our study may in fact find an 
odds ratio smaller than 1.20 (for example, 1.00) or an odds 
ratio larger than 1.20 (for example, 1.60). Odds ratios of 
1.00 or 1.20 will not reach statistical significance because 
of the small sample size. We can only claim the association 
as nominally significant in the third case, where random 

Box 1 | Key statistical terms

CAMARADES
The Collaborative Approach to Meta-Analysis and Review of Animal Data from 

Experimental Studies (CAMARADES) is a collaboration that aims to reduce bias and 

improve the quality of methods and reporting in animal research. To this end, 

CAMARADES provides a resource for data sharing, aims to provide a web-based 

stratified meta-analysis bioinformatics engine and acts as a repository for completed 

reviews.

Effect size
An effect size is a standardized measure that quantifies the size of the difference 

between two groups or the strength of an association between two variables. As 

standardized measures, effect sizes allow estimates from different studies to be 

compared directly and also to be combined in meta-analyses.

Excess significance
Excess significance is the phenomenon whereby the published literature has an 

excess of statistically significant results that are due to biases in reporting. 

Several mechanisms contribute to reporting bias, including study publication bias, 

where the results of statistically non-significant (‘negative’) studies are left 

unpublished; selective outcome reporting bias, where null results are omitted; and 

selective analysis bias, where data are analysed with different methods that favour 

‘positive’ results.

Fixed and random effects
A fixed-effect meta-analysis assumes that the underlying effect is the same (that is, 

fixed) in all studies and that any variation is due to sampling errors. By contrast, a 

random-effect meta-analysis does not require this assumption and allows for 

heterogeneity between studies. A test of heterogeneity in between-study effects is 

often used to test the fixed-effect assumption.

Meta-analysis
Meta-analysis refers to statistical methods for contrasting and combining results from 

different studies to provide more powerful estimates of the true effect size as opposed 

to a less precise effect size derived from a single study.

Positive predictive value
The positive predictive value (PPV) is the probability that a ‘positive’ research finding 

reflects a true effect (that is, the finding is a true positive). This probability of a research 

finding reflecting a true effect depends on the prior probability of it being true (before 

doing the study), the statistical power of the study and the level of statistical 

significance.

Proteus phenomenon
The Proteus phenomenon refers to the situation in which the first published study is 

often the most biased towards an extreme result (the winner’s curse). Subsequent 

replication studies tend to be less biased towards the extreme, often finding evidence 

of smaller effects or even contradicting the findings from the initial study.

Statistical power
The statistical power of a test is the probability that it will correctly reject the null 

hypothesis when the null hypothesis is false (that is, the probability of not committing a 

type II error or making a false negative decision). The probability of committing a type II 
error is referred to as the false negative rate (β), and power is equal to 1 – β.

Winner’s curse
The winner’s curse refers to the phenomenon whereby the ‘lucky’ scientist who makes a 
discovery is cursed by finding an inflated estimate of that effect. The winner’s curse 

occurs when thresholds, such as statistical significance, are used to determine the 

presence of an effect and is most severe when thresholds are stringent and studies are 

too small and thus have low power.
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80% power, and the average sample size of 24 animals 
for the radial maze experiments was only sufficient to 
detect an effect size of d = 1.20. In order to achieve 80% 
power to detect, in a single study, the most probable true 
effects as indicated by the meta-analysis, a sample size 
of 134 animals would be required for the water maze 
experiment (assuming an effect size of d = 0.49) and 
68 animals for the radial maze experiment (assuming 
an effect size of d = 0.69); to achieve 95% power, these 
sample sizes would need to increase to 220 and 112, 
respectively. What is particularly striking, however, is 
the inefficiency of a continued reliance on small sample 
sizes. Despite the apparently large numbers of animals 
required to achieve acceptable statistical power in these 

experiments, the total numbers of animals actually used 
in the studies contributing to the meta-analyses were 
even larger: 420 for the water maze experiments and 
514 for the radial maze experiments.

There is ongoing debate regarding the appropriate 
balance to strike between using as few animals as possi-
ble in experiments and the need to obtain robust, reliable 
findings. We argue that it is important to appreciate the 
waste associated with an underpowered study — even a 
study that achieves only 80% power still presents a 20% 
possibility that the animals have been sacrificed with-
out the study detecting the underlying true effect. If the 
average power in neuroscience animal model studies is 
between 20–30%, as we observed in our analysis above, 
the ethical implications are clear.

Low power therefore has an ethical dimension — 
unreliable research is inefficient and wasteful. This applies 
to both human and animal research. The principles of the 
‘three Rs’ in animal research (reduce, refine and replace)83 
require appropriate experimental design and statistics 
— both too many and too few animals present an issue 
as they reduce the value of research outputs. A require-
ment for sample size and power calculation is included 
in the Animal Research: Reporting In Vivo Experiments 
(ARRIVE) guidelines84, but such calculations require a 
clear appreciation of the expected magnitude of effects 
being sought.

Of course, it is also wasteful to continue data col-
lection once it is clear that the effect being sought does 
not exist or is too small to be of interest. That is, studies 
are not just wasteful when they stop too early, they are 
also wasteful when they stop too late. Planned, sequen-
tial analyses are sometimes used in large clinical trials 
when there is considerable expense or potential harm 
associated with testing participants. Clinical trials may 
be stopped prematurely in the case of serious adverse 
effects, clear beneficial effects (in which case it would be 
unethical to continue to allocate participants to a placebo 
condition) or if the interim effects are so unimpressive 
that any prospect of a positive result with the planned 
sample size is extremely unlikely85. Within a significance 
testing framework, such interim analyses — and the pro-
tocol for stopping — must be planned for the assump-
tions of significance testing to hold. Concerns have been 
raised as to whether stopping trials early is ever justified 
given the tendency for such a practice to produce inflated 
effect size estimates86. Furthermore, the decision process 
around stopping is not often fully disclosed, increasing 
the scope for researcher degrees of freedom86. Alternative 
approaches exist. For example, within a Bayesian frame-
work, one can monitor the Bayes factor and simply stop 
testing when the evidence is conclusive or when resources 

Figure 4 | Positive predictive value as a function of the 
pre-study odds of association for different levels of 
statistical power. The probability that a research finding 
reflects a true effect — also known as the positive 
predictive value (PPV) — depends on both the pre-study 
odds of the effect being true (the ratio R of ‘true effects’ 
over ‘null effects’ in the scientific field) and the study’s 
statistical power. The PPV can be calculated for given 
v es  st t st c  er   β), pre-study odds ratio (R) 

d t e  err r r te α  s  t e r      β] × R) 
  β] × R + α). The median statistical power of studies in 
the neuroscience field is optimistically estimated to be 
bet ee   d  e re str tes   
statistical power consistent with this estimated range 
(that is, between 10% and 30%) detrimentally affects the 
association between the probability that a finding reflects 
a true effect (PPV) and pre-study odds, assuming α = 0.05. 
Compared with conditions of appropriate statistical 

er t t s   t e r b b t  t t  rese rc  d  
reflects a true effect is greatly reduced for 10% and 30% 
power, especially if pre-study odds are low. Notably, in an 
exploratory research field such as much of neuroscience, 
the pre-study odds are often low.

Table 2 | Sample size required to detect sex differences in water maze and radial maze performance

Total animals 
used

Required N per study Typical N per study Detectable effect for typical N

80% power 95% power Mean Median 80% power 95% power

Water maze 420 134 220 22 20 d = 1.26 d = 1.62

Radial maze 514 112 24 20 d = 1.20 d = 1.54

Meta-analysis indicated an effect size of Cohen’s d = 0.49 for water maze studies and d = 0.69 for radial maze studies.
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are expended87. Similarly, adopting conservative priors 
can substantially reduce the likelihood of claiming that 
an effect exists when in fact it does not85. At present, 
significance testing remains the dominant framework 
within neuroscience, but the flexibility of alternative (for 
example, Bayesian) approaches means that they should 
be taken seriously by the field.

Conclusions and future directions
A consequence of the remarkable growth in neurosci-
ence over the past 50 years has been that the effects we 
now seek in our experiments are often smaller and more 
subtle than before as opposed to when mostly easily dis-
cernible ‘low-hanging fruit’ were targeted. At the same 

time, computational analysis of very large datasets is now 
relatively straightforward, so that an enormous number of 
tests can be run in a short time on the same dataset. These 
dramatic advances in the flexibility of research design and 
analysis have occurred without accompanying changes to 
other aspects of research design, particularly power. For 
example, the average sample size has not changed sub-
stantially over time88 despite the fact that neuroscientists 
are likely to be pursuing smaller effects. The increase in 
research flexibility and the complexity of study designs89 
combined with the stability of sample size and search for 
increasingly subtle effects has a disquieting consequence: 
a dramatic increase in the likelihood that statistically sig-
nificant findings are spurious. This may be at the root of 
the recent replication failures in the preclinical literature8 
and the correspondingly poor translation of these findings 
into humans90.

Low power is a problem in practice because of the 
normative publishing standards for producing novel, 
significant, clean results and the ubiquity of null 
hypothesis significance testing as the means of evaluat-
ing the truth of research findings. As we have shown, 
these factors result in biases that are exacerbated by low 
power. Ultimately, these biases reduce the reproducibil-
ity of neuroscience findings and negatively affect the 
validity of the accumulated findings. Unfortunately, 
publishing and reporting practices are unlikely to 
change rapidly. Nonetheless, existing scientific practices 
can be improved with small changes or additions that 
approximate key features of the idealized model4,91,92. 
We provide a summary of recommendations for future 
research practice in BOX 2.

Increasing disclosure. False positives occur more fre-
quently and go unnoticed when degrees of freedom in 
data analysis and reporting  are undisclosed5. Researchers 
can improve confidence in published reports by noting 
in the text: “We report how we determined our sample 
size, all data exclusions, all data manipulations, and all 
measures in the study.”7 When such a statement is not 
possible, disclosure of the rationale and justification of 
deviations from what should be common practice (that 
is, reporting sample size, data exclusions, manipula-
tions and measures) will improve readers’ understand-
ing and interpretation of the reported effects and, 
therefore, of what level of confidence in the reported 
effects is appropriate. In clinical trials, there is an 
increasing requirement to adhere to the Consolidated 
Standards of Reporting Trials (CONSORT), and the 
same is true for systematic reviews and meta-analyses, 
for which the Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) guidelines are 
now being adopted. A number of reporting guidelines 
have been produced for application to diverse study 
designs and tools, and an updated list is maintained 
by the EQUATOR Network93. A ten-item checklist of 
study quality has been developed by the Collaborative 
Approach to Meta-Analysis and Review of Animal Data 
in Experimental Stroke (CAMARADES), but to the best 
of our knowledge, this checklist is not yet widely used in 
primary studies.

Figure 5 | The winner’s curse: effect size inflation as 
a function of statistical power. The winner’s curse 
refers to the phenomenon that studies that find evidence 
of an effect often provide inflated estimates of the size of 
that effect. Such inflation is expected when an effect has 
to pass a certain threshold — such as reaching statistical 
significance — in order for it to have been ‘discovered’. 
Effect inflation is worst for small, low-powered studies, 
which can only detect effects that happen to be large. If, 
for example, the true effect is medium-sized, only those 
small studies that, by chance, estimate the effect to be 
large will pass the threshold for discovery (that is, the 
threshold for statistical significance, which is typically 
set at p < 0.05). In practice, this means that research 
findings of small studies are biased in favour of inflated 
effects. By contrast, large, high-powered studies can 
readily detect both small and large effects and so are less 
biased, as both over- and underestimations of the true 
effect size will pass the threshold for ‘discovery’. We 
optimistically estimate the median statistical power of 
st d es  t e e r sc e ce e d t  be bet ee   d 
~31%. The figure shows simulations of the winner’s curse 
(expressed on the y-axis as relative bias of research 
findings). These simulations suggest that initial effect 
est tes r  st d es ered bet ee    d  
are likely to be inflated by 25% to 50% (shown by the 
arrows in the figure). Inflated effect estimates make it 
difficult to determine an adequate sample size for 
re c t  st d es  cre s  t e r b b t   t e  
errors. Figure is modified, with permission, from REF. 103 
© (2007) Cell Press.
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Winner’s Curse: overestimation of 
effect sizes for significant results

Button et al., 2013
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• “My result isn’t significant, so I need to add more 
subjects…”
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Sample size flexibility4  Simmons et al. 

Contradicting this intuition, Figure 1 shows the false-posi-
tive rates from additional simulations for a researcher who has 
already collected either 10 or 20 observations within each of 
two conditions, and then tests for significance every 1, 5, 10, 
or 20 per-condition observations after that. The researcher 
stops collecting data either once statistical significance is 
obtained or when the number of observations in each condi-
tion reaches 50.

Figure 1 shows that a researcher who starts with 10 obser-
vations per condition and then tests for significance after every 
new per-condition observation finds a significant effect 22% 
of the time. Figure 2 depicts an illustrative example continuing 
sampling until the number of per-condition observations 
reaches 70. It plots p values from t tests conducted after each 

pair of observations. The example shown in Figure 2 contra-
dicts the often-espoused yet erroneous intuition that if an 
effect is significant with a small sample size then it would nec-
essarily be significant with a larger one.

Solution
As a solution to the flexibility-ambiguity problem, we offer 
six requirements for authors and four guidelines for reviewers 
(see Table 2). This solution substantially mitigates the problem 
but imposes only a minimal burden on authors, reviewers, and 
readers. Our solution leaves the right and responsibility of 
identifying the most appropriate way to conduct research in 
the hands of researchers, requiring only that authors provide 
appropriately transparent descriptions of their methods so that 
reviewers and readers can make informed decisions regarding 
the credibility of their findings. We assume that the vast major-
ity of researchers strive for honesty; this solution will not help 
in the unusual case of willful deception.

Requirements for authors
We propose the following six requirements for authors.

1. Authors must decide the rule for terminating data 
collection before data collection begins and report 
this rule in the article. Following this requirement 
may mean reporting the outcome of power calcu-
lations or disclosing arbitrary rules, such as “we 
decided to collect 100 observations” or “we decided 
to collect as many observations as we could before 
the end of the semester.” The rule itself is secondary, 
but it must be determined ex ante and be reported.
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Fig. 1. Likelihood of obtaining a false-positive result when data collection 
ends upon obtaining significance (p ≤ .05, highlighted by the dotted line).  The 
figure depicts likelihoods for two minimum sample sizes, as a function of the 
frequency with which significance tests are performed.
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Fig. 2. Illustrative simulation of p values obtained by a researcher who 
continuously adds an observation to each of two conditions, conducting 
a t test after each addition. The dotted line highlights the conventional 
significance criterion of p ≤ .05.

Table 2. Simple Solution to the Problem of False-Positive 
Publications

Requirements for authors
 1.   Authors must decide the rule for terminating data collection 

before data collection begins and report this rule in the article.
 2.   Authors must collect at least 20 observations per cell or else 

provide a compelling cost-of-data-collection justification.
 3.  Authors must list all variables collected in a study.
 4.   Authors must report all experimental conditions, including 

failed manipulations.
 5.   If observations are eliminated, authors must also report what 

the statistical results are if those observations are included.
 6.   If an analysis includes a covariate, authors must report the 

statistical results of the analysis without the covariate.
Guidelines for reviewers
 1.  Reviewers should ensure that authors follow the requirements.
 2.  Reviewers should be more tolerant of imperfections in results.
 3.   Reviewers should require authors to demonstrate that their 

results do not hinge on arbitrary analytic decisions.
 4.   If justifications of data collection or analysis are not compel-

ling, reviewers should require the authors to conduct an 
exact replication.

 at CORNELL UNIV on October 26, 2011pss.sagepub.comDownloaded from 

-Simmons et al., 2011, Psychological Science
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Improvement: always predetermine sample size

Neuropower (www.neuropowertools.org)

Data from Shine et al. (2013): fMRI changes associated with freezing in

Parkinson’s disease. Contrast: freezing (motor arrest) vs. normal walking.

Neuropower (www.neuropowertools.org)

Joke Durnez

neuropowertools.org

http://neuropowertools.org
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• Using standard FSL 
analysis options 

• 69,120 possible 
analysis workflows

 
Processing step Reason Options Number of 

plausible 
options 

Motion correction Correct for head motion 
during scanning 

Interpolation [linear vs. sinc] 
Reference volume [single vs. 
mean] 

4 

Slice timing 
correction 

Correct for differences in 
acquisition timing of 
different slices 

No/before motion 
correction/after motion 
correction 

3 
 

Field map 
correction 

Correct for distortion due 
to magnetic susceptibility 

Yes/No 2 

Spatial 
smoothing 

Increase SNR for larger 
activations and ensure 
assumptions of Gaussian 
random field theory 

FWHM [4/6/8 mm] 3 

Spatial 
normalization 

Warp individual brain to 
match a group template 

Method [linear/nonlinear] 
 

2 

High pass filter  Remove low-frequency 
nuisance signals from data 

Frequency cutoff [100, 120] 2 

Head motion 
regressors 

Remove remaining signals 
due to head motion via 
statistical model 

Yes/No 
If Yes: 6/12/24 parameters or 
single timepoint “scrubbing” 
regressors 

5 

Hemodynamic 
response 

Account for delayed nature 
of hemodynamic response 
to neuronal activity 

Basis function [single-
gamma, double-gamma] 
Derivatives 
[none/shift/dispersion] 

6 

Temporal 
autocorrelation 
model 

Model for the temporal 
autocorrelation inherent in 
fMRI signals. 

Yes/no 2 

Multiple 
comparison 
correction 

Correct for large number of 
comparisons across the 
brain 

Voxel-based GRF, Cluster-
based GRF, FDR, 
nonparameteric 

4 

Total possible 
workflows 

  69,120 

	
Poldrack et al., submitted

Threats to reproducibility: Methodological flexibility
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Carp Analytic flexibility in fMRI research

FIGURE 1 | Variation in activation strength across analysis pipelines.
Mean activation denotes the average Z -value for each voxel across all
analysis pipelines; analysis range denotes the range of Z -values across all

pipelines. Images are presented in neurological orientation, with the left
hemisphere displayed on the left. Note that color scales differ across
panels.

FIGURE 2 | Variation in activation strength attributable to pre-processing choices. Images are presented in neurological orientation, with the left
hemisphere displayed on the left. Note that color scales differ across panels.
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How likely are published findings in the functional neuroimaging literature to be false?
According to a recent mathematical model, the potential for false positives increases with
the flexibility of analysis methods. Functional MRI (fMRI) experiments can be analyzed
using a large number of commonly used tools, with little consensus on how, when, or
whether to apply each one.This situation may lead to substantial variability in analysis out-
comes.Thus, the present study sought to estimate the flexibility of neuroimaging analysis
by submitting a single event-related fMRI experiment to a large number of unique analysis
procedures. Ten analysis steps for which multiple strategies appear in the literature were
identified, and two to four strategies were enumerated for each step. Considering all pos-
sible combinations of these strategies yielded 6,912 unique analysis pipelines. Activation
maps from each pipeline were corrected for multiple comparisons using five thresholding
approaches, yielding 34,560 significance maps. While some outcomes were relatively con-
sistent across pipelines, others showed substantial methods-related variability in activation
strength, location, and extent. Some analysis decisions contributed to this variability more
than others, and different decisions were associated with distinct patterns of variability
across the brain. Qualitative outcomes also varied with analysis parameters: many con-
trasts yielded significant activation under some pipelines but not others. Altogether, these
results reveal considerable flexibility in the analysis of fMRI experiments.This observation,
when combined with mathematical simulations linking analytic flexibility with elevated false
positive rates, suggests that false positive results may be more prevalent than expected
in the literature. This risk of inflated false positive rates may be mitigated by constraining
the flexibility of analytic choices or by abstaining from selective analysis reporting.

Keywords: fMRI, data analysis, analysis flexibility, selective reporting, false positive results

INTRODUCTION
How common are false positive results in the functional neu-
roimaging literature? Among functional MRI (fMRI) studies that
apply statistical correction for multiple comparisons, most use a
nominal false positive rate of 5%. However,Wager et al. (2009) esti-
mate that between 10 and 40% of fMRI activation results are false
positives. Furthermore, recent empirical (Ioannidis, 2005a) and
mathematical modeling studies (Ioannidis, 2005b) argue that the
true incidence of false positives may far exceed the nominal rate in
the broader scientific literature. Indeed, under certain conditions,
research findings are more likely to be false than true (Ioannidis,
2005b).

As described in a mathematical modeling study by Ioannidis
(2005b), analytic flexibility is a key risk factor for inflated rates of
false positive results when combined with selective reporting of
favorable analysis methods. Analytic flexibility is defined here as
the range of analysis outcomes across different acceptable analysis
methods. Thus, if many analysis pipelines are considered valid,
and if different methods yield different results, then analysis flex-
ibility is high. When analytic flexibility is high, investigators may
elect to report methods that yield favorable outcomes and omit
methods that yield null results. This practice is known as selective
analysis reporting. For example, a researcher may notice that

an experiment yields positive results when analyzed using head
motion regression, but not when analyzed without using head
motion regression. The researcher may then choose to describe
the former analysis but not the latter when reporting the results
of the experiment. Indeed, investigators in some research fields
appear to pursue this strategy. Reviews of randomized clinical tri-
als show that many studies change outcome measures and other
methodological parameters between study design and publication.
Critically, these changes tend to make results appear more signif-
icant than they would have been under the original analysis plan
(Chan et al., 2004a,b; Dwan et al., 2008; Mathieu et al., 2009).

A recent survey of fMRI methods shows that methodological
decisions are highly variable from study to study (Carp, 2012).
Across 241 published fMRI studies, authors reported using 32
unique software packages (e.g., SPM 2, FSL 3.3) and 207 unique
combinations of design and analysis steps (e.g., spatial normal-
ization, head motion regression). Parameter settings also showed
considerable variability within each analysis step. For example,
spatial smoothing kernels ranged from 3 to 12 mm full width
at half maximum, and high-pass filter cutoffs ranged from 0.33
to 750 s. Because many studies did not describe critical analysis
decisions, this survey likely understated the true diversity of
experimental methods in the fMRI literature. In other words,

www.frontiersin.org October 2012 | Volume 6 | Article 149 | 1

6,912 pipelines

Threats to reproducibility: Methodological flexibility
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Multiple comparison correction

• Assessed latest 100 papers matching query for fMRI 
activation studies 

• 65 reported whole-brain activation data 

• Good news 

• only 3 papers reported uncorrected results 

• Bad news 

• 11% of papers analyzed data using SPM/FSL but then 
corrected for multiple comparisons using AFNI’s 
alphasim/3dclustsim 

• Why is this a problem?

Poldrack et al., submitted
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Communal p-hacking?

• Eklund et al. (2016, PNAS) 

• “a 15 year old bug was found in 
3dClustSim while testing the 
three software packages (the bug 
was fixed by the AFNI group as of 
May 2015, during preparation of 
this manuscript). The effect of the 
bug was an underestimation of 
how likely it is to find a cluster of a 
certain size (in other words, the p-
values reported by 3dClustSim 
were too low). “ 

• AFNI also underestimated 
smoothness

Fig. 10: Group smoothness estimates (mm full width at half
maximum) for SPM, FSL FLAME and AFNI. The smoothness
estimates originate from two sample t-tests (10 subjects per
group) using the Beijing data (analyzed with the E2 paradigm
and 6 mm smoothing). Note that AFNI estimates the group
smoothness differently compared to SPM and FSL. Also note
that AFNI uses higher order interpolation for motion cor-
rection and spatial normalization, which leads to a lower
smoothness compared to more common linear interpolation.

Fig. 11: Cluster extent thresholds (in cubic millimeters) for
SPM, FSL FLAME, AFNI and a permutation test, for a cluster
defining threshold of p = 0.01 and a familywise cluster error
rate of p = 0.05. The thresholds originate from two sample t-
tests (10 subjects per group) using the Beijing data (analyzed
with the E2 paradigm and 6 mm smoothing). Note that the
permutation threshold can only be directly compared with the
threshold from the FSL software, as first level results from
FSL were used for the non-parametric analyses.

Fig. 14: Ratio of non-parametric to parametric FWE cor-
rected p-values for cluster size inference on 4 task (non-null)
fMRI datasets, for parametric FWE p-values 0.05 � p �
10�4. Results for two CDT are shown, p = 0.01 and p
= 0.001, and larger ratios indicate parametric p-values be-
ing smaller (more significant) than non-parametric p-values
(note the logarithmic scale on the y-axis). Clusters with a
parametric FWE p-value more significant than 10�4 are ex-
cluded because a permutation test with 5000 permutations
can only resolve p-values down to 0.0002, and such p-values
would generate large ratios inherently. These results suggest
cluster size inference with a CDT of p = 0.01 has FWE in-
flated by 2 to almost 3 orders of magnitude, and a CDT of p
= 0.001 has FWE significance inflated by up to 2 orders of
magnitude.

parametric and invalid parametric cluster size inference, we
take ratios larger than 1.0 as evidence of inflated (biased) sig-
nificance in the parametric inferences.

For a cluster defining threshold of p = 0.01 and a clus-
ter size of 400 voxels, the non-parametric cluster p-value is
approximately 10 - 100 times larger compared to the para-
metric p-value. For a cluster defining threshold of p = 0.001
and a cluster size of 100 voxels, the non-parametric cluster
p-value is approximately 1.25 - 10 times larger compared to
the parametric p-value. For contrast 1 of the word and object
processing task data set (Table 3), one cluster has a paramet-
ric p-value of 0.0182 and a non-parametric p-value of 0.249.
This matches the empirically estimated familywise error rate
of FSL OLS, according to Figure 5. These findings indicate
that the problems exist also for task based fMRI data, and not
only for resting state data.
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The garden of forking paths

Bishop, 2016
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The garden of forking paths

Bishop, 2016
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Improvement: Study pre-registration

• Register sample size and analysis plan up front 

• This does not prevent exploratory analysis 

• But planned and exploratory analyses must be clearly 
delineated in the paper
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Improvement: Mapping the garden

nipype.org

Tracking every analysis
allows a full characterization of exploration

http://nipype.org
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Improvement: Quantifying “vibration of effects”

OpenfMRI

Metadata
Imaging 

data

Workflow 1

Training

Test

Workflow 2

Workflow n

Dataset

Test 
out-of-sample
reproducibility

High-performance computing

Focusing on finding generalizable results, 
rather than hitting the p<0.05 jackpot
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Study reporting and transparency

• In 22 of the 65 papers we analyzed for multiple 
comparison procedures, it was impossible to identify 
precisely which correction technique was used 

• beyond generic terms such as “cluster based 
correction”
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Improvement: Better study description

• OHBM Committee on Best Practices in Data Analysis 
and Sharing (COBIDAS) report 

• www.humanbrainmapping.org/cobidas/ 

• In the future, tools may be able to automatically 
generate standards-compliant methods text from a 
nipype workflow

http://www.humanbrainmapping.org/cobidas/


poldracklab.org

Improvement: Sharing of analysis platforms

• “an article about a computational result is 
advertising, not scholarship. The actual scholarship is 
the full software environment, code and data, that 
produced the result.”  - Buckheit & Donoho, 1995 

• The tale of myconnectome
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Virtual machines as tools for reproducible science
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Conclusions

• fMRI has come a long way in 20 years, but we have a 
long way to go 

• We need to move towards approaches that will give 
us greater insight into selective mind-brain 
mappings 

• “The first principle is that you must not fool yourself 
and you are the easiest person to fool”                                           
- R. Feynman 

• We need to redesign the choice architecture of 
fMRI methods so that it prevents rather than 
affords fooling ourselves
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